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Basic Concepts

One of the main reasons for the wide and rapid spread of computer networks is the concept of transparency, traditionally embodied in the layered protocol stack [41]. Due to this simple but extremely powerful approach, users accessing a computer network are not aware (and do not want to be) of the technical details, protocols, and management issues. Usually, users want to run an application and get results without any knowledge of all the operations involved. If the application is a distributed application, very likely a connection must be established, followed by negotiation with regard to the most appropriate communication parameters and other complex activities. All of these activities are hidden to most network users.

Distributed Systems

With the increasing use of computer networks, the software architecture has changed radically. From a relatively simple architecture (centralized system) where all the software components are executed on a single machine, new software architectures (distributed systems) have been developed where software is organized into different modules distributed to different elaboration nodes, and data is exchanged by means of a communication network. In a centralized system, an application runs on a single node and constitutes a single process; the workstation is the only active component of the system because it hosts the application itself. Terminals share the resources of the workstation in such a way that different users can use the application. Terminals can even exist without a CPU, being equipped instead with a communication interface only for sending commands to the running application on the workstation. To summarize, in such a system the communication network is used to interconnect stupid nodes (terminals) with the elaboration node, as depicted in Figure 7.1.

In a distributed system an application is composed of more processes running on different nodes of the network. All the processes are cooperating closely, and they execute in parallel. So, a characteristic of distributed systems is that the processes do not share memory but instead rely on message exchange, thus introducing delay during the computation. The reference architecture changes, as depicted in Figure 7.2.

Because the network communication infrastructure has become very inexpensive over time, the computational power achieved by a distributed system is less expensive than that of an equivalent workstation. Moreover, the entire infrastructure is more manageable, as it is relatively simpler to increase the resources, to balance the workload, and to run parallel applications. In a distributed system, the reference programming paradigm
usually adopted is the *client–server* model. *Client* and *server* are distinct processes running on different nodes characterized by a well-defined interface. The server usually makes available some procedures for handling the data that are designed for responding to criteria of general effectiveness. The actual data processing is left to the server, where *ad hoc* procedures for the desired processing can be executed. The typical functional scheme is (Figure 7.3):

- The client asks the server for a service.
- The server performs the requested elaboration and sends the results back to the client.
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Note that the distinction between client and server is based purely on function; in other words, a server could be a client of another server.

The Middleware Layer

Programming in a distributed system environment is a very tricky activity for developers, who must manage all the details related to the communication (e.g., addressing, error handling, data representation). This is due to the fact that developers use the low-level abstraction provided by the network operating system. To free developers from the expensive and time-consuming activity of resolving all the problems related to the network management, greater abstraction must be introduced. This is exactly the role of the middleware layer.

Middleware is a software layer between the operating system and the applications that provides a higher degree of abstraction in distributed programming. Using middleware, a programmer can develop an improved-quality distributed software by using the most appropriate, correct, and efficient solutions embedded in the middleware. In other words, utilizing middleware to build distributed systems frees developers from the implementation of low-level details related to the network, such as concurrency control, transaction management, and network communication, in such a way that they can focus on application requirements. Now consider the International Organization for Standardization (ISO)/Open Source Initiative (OSI) network reference model. Because middleware allows programmers to develop distributed systems as integrated computing facilities, it must address shortcomings of the network operating system; therefore, it implements the session and presentation layers of the ISO/OSI reference model [41], as depicted in Figure 7.4. In this environment, developers are able to request parameterized services from remote components and they can execute them without worrying about implementation of the session and presentation layers. Some examples of middleware successfully used thus far include OMG’s CORBA™ [36], Microsoft’s COM [8], SUN’s Java Remote
Method Invocation (RMI) [40], IBM's MQSeries™ [23], and remote procedure calls (RPCs), which were introduced by SUN in the 1980s [7].

As an example of middleware, we can take a look at RPC behavior. RPC middleware was created to give developers some kind of mechanism for accessing remote resources using just a local procedure call to hide all the details on the connection setup, marshal all the parameters, and hide all the problems related to the heterogeneity of different platforms. When the client performs a call, it is intercepted by the middleware, which runs the code for gathering the parameters, opening a socket, and so on (see Figure 7.5). The user is completely unaware of what happens. The middleware generates an appropriate message containing all the data related to that call and transmits it to the server, which is able to understand the request sent from the client and execute the procedure. When the
results are ready, they are sent back to the client middleware, which returns to the application. The user perceives the process as being nothing more than a traditional local call.

**Middleware Requirements for Fixed Distributed Systems**

Middleware is a software layer that hides all the implementation details of the communication infrastructure to developers in such a way that they can overlook all the problems arising due to directly using network operating system primitives. To create this kind of abstraction, some requirements must be satisfied. It should be pointed out that some of these requirements must be altered when the middleware is to be used for mobile systems:

- **Communication** — First of all, the middleware has to guarantee the exchange of data among the nodes of a distributed system in such a way that the system appears to the user to be an integrated system. When two entities communicate, they exchange data as parameters of some kind of service; due to the heterogeneity of the nodes in the distributed system, the internal representation of data could be different, and this problem must be anticipated by the middleware. Moreover, all the parameters must be appropriately composed to be correctly exchanged; the middleware has to implement marshaling–unmarshaling operations.

- **Coordination** — The evolution of processes in distributed systems has to be controlled to achieve maximum cooperation among the different activities. Usually, most threads execute on the same host concurrently, and all of them must be synchronized with the remote one. Another issue is the fact that a distributed system could be viewed as a big repository of services; each service runs on a host, and it is available for invocation from other components of the system. In general, it is unknown when an invocation might come, and it is a waste of resources for the service to constantly execute; for these reasons, *activation* and *deactivation* must be provided by the middleware in order to start and stop the services when needed.

- **Reliability** — The network layers below the middleware ensure that communication errors and faults of the network are transparently recovered, but other kinds of errors can arise in the usual activities of a distributed application. As an example, nothing can be said about correct execution of a service or the order of the requests. This kind of reliability is implemented
directly by the middleware by using the best effort, at most once, at least once, and exactly once services [17]. Reliability may also be increased by replicating the services on multiple hosts to make them more readily available, even if a host is unavailable for either internal or external reasons.

- **Scalability** — In this context, scalability is the ability to manage a growing load in the future. In fact, in centralized systems the load is limited by the load the node can support, but in distributed systems a new load request can be directed toward different servers according to necessity, while the user must be unaware of the real used resource. The typical mechanism used to accomplish this issue is transparency (i.e., location, migration, access, and replication transparency) [17,34]. Particularly important is location transparency, which demands that components do not know the physical location of the components with which they interact. A detailed discussion on transparency can be found in Emmerich [17]. For efficient location transparency, a load-balancing mechanism must be provided to either reduce or increase load on different hosts when a service is started or stopped somewhere in the distributed system.

- **Security** — Because the Internet is an important component of the actual communication network, it is not possible to protect connections from third parties. Sometimes, the data involved in distributed computations is private data, and users want to protect it from unauthorized access. The middleware itself should be able to provide cryptography mechanisms to the users.

Another issue is verifying the real identity of users to protect the server from unauthorized people and to ensure the high quality of a given service for the client. At least four security services can be incorporated:

- Protection of data against reading by unauthorized users
- Forbidding the creation and deletion of messages to unauthorized users
- Identity checking
- Possibility of using electronic signed documents

### How Mobility Affects Middleware Design

The rapid growth of wireless technologies and the development of smaller and smaller devices have led to the widespread use of mobile computing. Each user, equipped with a portable device, is able to access miscellaneous
services in any way at any time and anywhere thanks to the connectivity powered by modern network technologies. Mobile access to distributed applications and services raises many new issues. A major problem is the wireless technology itself, as the bandwidth provided is orders of magnitude lower than in the wired networks, signal loss is very frequent, and the noise level is influenced by external conditions. A second aspect is related to the mobile devices, which are characterized by scarce resources in terms of CPU, RAM, display, and storage; in particular, they are equipped with smart batteries, which limit the autonomy of the device (in terms of power consumption) and affect both wireless transmission and access to services that require a high computational load. Finally, a third aspect that must be considered is user mobility, which causes problems related to signal loss during movement to a new cell (handoff), as well as problems with address management caused by users traversing through different administrative domains and the need to adapt services to the position of the user.

Traditional middleware solutions are not able to adequately manage these issues. Originally designed for use in a static context, such middleware systems hide low-level network details to provide a high level of transparency to applications. In mobile environments, though, the context is extremely dynamic and cannot be managed by *a priori* assumptions, so it is necessary to implement reconfiguration techniques that can react to changes in the operating context and develop powerful mechanisms to propagate such changes until the application level is reached. It is necessary, therefore, to develop new middleware for mobile systems in the early stages of the design phase that will provide mobility support.

**Mobile Middleware Requirements**

To highlight the issues related to the mobile middleware design we present a typical mobile computing scenario, focusing on the main aspects that must be taken into account. Consider the case of a user equipped with a personal digital assistant (PDA) who wishes to receive information about movies playing at the nearest cinema. The user will select a movie after viewing some video clips. To meet the user’s requirements, the system must:

- Determine the user’s actual position, search for the requested services, and select the ones more appropriate for the user.
- Be aware of the user’s habits (e.g., the user’s favorite movie genre), so it can select the results to be presented to the user.
- Establish and rate the quality of service (QoS) level to be used.
- Format the information to be presented according to the hardware and software features of the device used.
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- Manage the user's mobility by allocating the resources in advance for using the service (e.g., the bandwidth required for streaming) and managing the changes of address.
- Manage the load of the wired network so as to optimize the resources by changing the server from which the streaming will be retrieved.

It may happen that the user goes from a WiFi area to a General Packet Radio Service (GPRS) area with a consequent decrease in the bandwidth available, or the user might change devices (e.g., the user may switch to a PC upon arriving home). In these cases, the system should be able to reconfigure the parameters to resume the view from the point where it was stopped and to adapt it to the new device. Some operations of clip transcoding, reallocation of resources, and QoS management will therefore be necessary. When the movie has been chosen, the user may decide to buy tickets online, in which case the system should be able to manage the transaction with regard to issues of both security and the possible disconnection and reconnection of the user.

Using our example of the moviegoer, some interesting issues involved in the management of advanced services in mobile environments can be identified, such as service discovery, QoS, service adaptation, and load balancing. Service discovery plays a primary role, because it allows the user to access the list of available services. The techniques currently used include the use of distributed directory services, which are more scalable than the centralized approach [30]. The user position and the user profile will have to be managed to filter the services available by choosing, initially, only those corresponding to the user preferences and habits and located near the user's actual position.

The streaming of multimedia flows over wireless channels requires very strict QoS requirements. In fact, any variation in the quality of the transmission can degrade the application requested and make it inaccessible; for example, when a user is viewing a movie clip, the bit rate cannot be reduced below a specific threshold without affecting the viewing quality. The QoS management is therefore very important.

A major problem is the limited bandwidth available in wireless channels. This involves the investigation of new techniques for bandwidth reservation to anticipate the user's handoff and reallocate resources in the new access point that will be visited by the user [11]. The system cannot disregard the user's actual position, as it has to propose services and resources available near the user's position. This is necessary because of restrictions in terms of QoS and because a crucial factor is the distance (latency) between the server and the mobile client.
Furthermore, the system will have to be able to recognize features of the device to adapt the service requested to the type of terminal used; for example, if the same movie clip is to be viewed on a notebook with a 16.8-million-color display and on a PDA with a 256-color display, different resolutions will be required. Considering the bandwidth savings required in wireless environments, the need to transcode the same video in several formats to tailor it according to the client device is evident; for example, an MPEG-2 video could be encoded in MPEG-4 when switching from a wired to a wireless station. Information can be distributed on the wired network, which allows quicker and more effective access to the resources and makes available more copies of the same video, even in different formats.

Load-balancing operations are necessary to better exploit the use of storage and computing resources. Wireless channels are characterized by frequent disconnections, which cause QoS degradation and possible failures due to data loss during a transaction; therefore, the system should be able to manage such sudden disconnections by providing mechanisms for information replication and transaction recovery. Finally, all of these operations must be carried out taking into consideration the limited resources of mobile devices, particularly power consumption. Some power-saving techniques must be applied to reduce the wireless transmission load during both downloads and uploads [3].

In light of the many issues that must be addressed when developing mobile middleware, it can be observed that the use of traditional middleware originally conceived for fixed distributed systems is not always feasible in such complex and heterogeneous environments. This is due primarily to the remarkable differences between the two operating environments (see Table 7.1). These differences call for new design strategies that take into account features of the mobile environment to overcome,

<table>
<thead>
<tr>
<th>Table 7.1 Main Differences Between Distributed and Mobile Environments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distributed Environments</strong></td>
</tr>
<tr>
<td>Bandwidth</td>
</tr>
<tr>
<td>Context</td>
</tr>
<tr>
<td>Connection type</td>
</tr>
<tr>
<td>Mobility</td>
</tr>
<tr>
<td>Communication</td>
</tr>
<tr>
<td>Resource availability</td>
</tr>
</tbody>
</table>
in an efficient way, all of the issues discussed here [16,31]. Such design strategies can be classified into three main types: context management, connection management, and resource management.

**Context Management**

The main assumption of middleware for fixed distributed systems (i.e., static representation of the context that is not transparent to upper layers) is too restrictive in mobile environments, as such environments are characterized by frequent context changes. Mobile computing applications must adapt their behavior to these changes to overcome issues related to high-level service provisioning. Context transparency, in fact, makes the development of complex applications easier, but it does not allow the service level to make decisions about the environments in which such applications must run [14]. This approach is powerful in systems where the operating conditions are static or where changes can be considered as exceptional and predictable events.

Mobile environments do not satisfy these requirements. Disconnections can occur either voluntarily (due to power-saving policies) or suddenly (due to signal loss), wireless technologies differ greatly in terms of performances and reliability, and portable devices have a high degree of heterogeneity. To enable applications to adapt to such context evolutions, parameter reconfiguration at provision time is necessary [4,13]. Mobile middleware systems cannot hide the context at the upper layers but instead must both represent it and announce changes until the service layer is reached. It is at this layer, in fact, that is possible to make decisions about the best way to react to context changes. For example, in a multimedia streaming session, in response to a drastic reduction in bandwidth, the system could activate the movie transcoding tasks (by reducing the bit rate or the color depth) or could decide to transmit only the audio data, dropping all the video packets (possible cases might include football matches, video conferences, video clips). Clearly, such decisions can be made only when the service typology is known and not on the basis of low-level information. It is necessary to implement middleware systems in such a way as to achieve a trade-off between transparency and awareness [12].

The operating context in a mobile computing scenario can be divided into three main aspects: user context, device context, and network context. The user context is composed of information related to the user’s position, to user preferences, and to the QoS level requested. The device context includes details on the status of the available resources (e.g., CPU, batteries, display) and on the relative position of the device in the network — for example, in terms of latency between the device and a service.
One of the main design considerations of context-aware middleware is the study of a representation of the operating context to capture its features and to make them available to the upper layers. Such a representation has to be flexible and powerful to allow applications to easily react at provision time to the frequent context changes. A common technique adopted for context representation is the definition of metadata; in particular, profiles and policies comprise metadata, which describes with a high level of abstraction context features and actions to carry out in case of changes. The metadata, represented by a meta-language (e.g., XML [1]), has to be separated from the implementation details to simplify the management operations. Suitable binding techniques must be implemented to enable applications to change their execution at runtime according to the established policies. Such requirements have made computational reflection, introduced in Smith [39], an attractive technique to adopt in the mobile

Table 7.2  Context Representation

<table>
<thead>
<tr>
<th>Context Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User context:</strong></td>
<td>Real position of the user in the wireless environment</td>
</tr>
<tr>
<td>Location</td>
<td>User preferences and habits</td>
</tr>
<tr>
<td>Profile</td>
<td>QoS level requested by the user accessing the services</td>
</tr>
<tr>
<td><strong>Device context:</strong></td>
<td>Device features (e.g., CPU type, display)</td>
</tr>
<tr>
<td>Profile</td>
<td>Updated usage level of the device resource</td>
</tr>
<tr>
<td>Location</td>
<td>Latency from other devices and from the service providers</td>
</tr>
<tr>
<td><strong>Network context:</strong></td>
<td>Adopted wireless technology (e.g., 802.11, Bluetooth, GPRS)</td>
</tr>
<tr>
<td>Technology</td>
<td>Quality level of the wireless signal</td>
</tr>
<tr>
<td>Noise level</td>
<td>Wireless activity in terms of throughput</td>
</tr>
<tr>
<td>Activity</td>
<td>Bandwidth available in the wireless environment</td>
</tr>
<tr>
<td>Bandwidth available</td>
<td>Address protocol used by the wireless infrastructure</td>
</tr>
</tbody>
</table>

provider or in terms of distance from other hardware components (e.g., mobile devices, printers). The network context contains all the information about the available bandwidth, noise level, wireless technologies adopted (e.g., 802.11, Bluetooth®), and addressing. Such context representation is shown in Table 7.2.
middleware design. Reflection is the ability of a software system to monitor its computation and to change, if necessary, the way it is executed. The two phases of monitoring and adapting are generally referred to as introspection and interception. Discussions of context-aware middleware based on the concept of reflection can be found in the literature [2,29].

A context feature that has aroused quite a bit of interest in recent years is location management [25]. Location-aware middleware that is able to provide services according to the user’s position and to manage the user’s movements has been developed for such scenarios as e-health [37], e-learning [24], and cultural heritage [28].

**Connection Management**

User mobility, intermittent signals, and resource management policies give rise to the frequent disconnection and reconnection of mobile devices. Such behavior, which is not encountered in traditional distributed systems, makes unsuitable the adoption of a synchronous communication system that is based on the assumption that the sender and receiver are continuously connected during the communication phases. Mobile middleware has to provide an asynchronous communication system able to carry out all the tasks, notwithstanding the intermittent link between sender and receiver. To this end, solutions to decouple the sender and the receiver are required. Decoupled middleware systems have to manage the issues related to data synchronization by implementing data replication techniques. One of the most widely adopted solutions is the use of tuple space systems, which provide shared memory areas where both the sender and the receiver can put their data in an asynchronous way [33]. When a message has been sent (that is, after a write operation), the sender can continue its tasks without waiting for the receiver to carry out the read operation; thus, a mobile user can make a query, disconnect from the network, and, when reconnected, retrieve the results of that query. Examples of tuple-space-based middleware include TSpaces™ [43] and JavaSpaces™ [22].

Another technique adopted for transaction management in mobile environments is the use of data subsets downloaded in the mobile device to create a local representation of information scattered over the wired network; offline transactions can be carried out by mobile users using these local data subsets, and the actual operations can be carried out when the user goes online [18,38]. For example, these subsets can be adopted in an e-commerce scenario to allow users to download a part of the product list and to create, offline, a local shopping cart with the selected products. When an online connection is established, the system will retrieve the local shopping cart to complete the order.
A drawback of such solutions is the data synchronization that requires the use of advanced techniques; in our offline shopping scenario, we have to deal, for example, with issues related to potential price updates on the official product list that are not indicated on the older, local product list, or we might have to take into account problems related to product availability. The system should be able to disseminate these updates and to carry out effective comparisons among data, verifying the correctness of the transactions. Such operations depend greatly on the manner in which the data is structured.

Another issue related to connection management is the provision of services based on the concept of session (e.g., multimedia streaming). A temporary disconnection or change of address could cause the loss of the session and the end of service provisioning. Such issues can be solved by adopting proxies capable of decoupling the client and server and hiding these disconnections from the service layer [5,9]. Proxies have to interact with the specific protocol involved in service provisioning, and then their development is strictly related to the particular typology of the service that we want to use.

**Resource Management**

The design of mobile middleware and the management of the discussed techniques are strictly related to the hardware resources to be used for their execution, which are usually quite scarce, thus introducing another constraint on the design of such systems: Mobile middleware has to be lightweight [44]. Mobile middleware, on the one hand, has to implement techniques capable of guaranteeing powerful usage of available resources by reducing, for example, wireless transmissions and by adapting service typology to the real features of the client devices. On the other hand, mobile middleware has to be designed to be efficient to avoid overloading the device itself.

First, we must take into account the use of the sensors required to accomplish the goals of the middleware; an appropriate context representation, in fact, foresees the use of several sensors (e.g., of position) for the collection of the data that must be monitored to manage the context evolutions. The use of sensors must to be restricted as much as possible because such components are quite greedy in terms of resource consumption; for example, if location management is needed, triangulation techniques could be implemented rather than using global position system (GPS) modules on the mobile devices [26].

A second aspect is related to the computational load of middleware; in addition to being light in terms of memory usage, mobile middleware
must reduce the amount of data to process so the limited computing resources of mobile devices are not overloaded. To this end, it is important to design highly modular middleware systems that are capable of activating only the modules absolutely necessary for the required operations (deactivating at runtime the unnecessary ones) [4] and delegating to other parts of the system (e.g., the wired infrastructure) those operations that require a high computational load, such as multimedia content tailoring [9].

**Middleware for Nomadic Systems**

Nomadic systems are characterized by a fixed infrastructure that provides a wireless access to mobile devices through access points. Thanks to this wireless link, mobile users are able to access services offered in the wired network. Designers of mobile middleware for nomadic systems must take into consideration many issues that involve both the services offered (in terms of their heterogeneity and complexity) and the main features (performance and dependability) of the processing and storage equipments. A typical nomadic computing scenario is shown in Figure 7.6. Such a setup includes the following areas:
The wireless area is the coverage area of an access point, where one or more mobile devices can be found. The access area is the contact area between the wireless area and the wired area. It consists of access points that allow mobile devices to access services available in the wired area. The wired area is the core network infrastructure.

Managing the issues related to service provisioning in wireless environments calls for a middleware solution that covers all the areas presented in this scenario [6]. In such a way, interactions between the wired and the wireless components of the system can occur. Moreover, the distribution of this middleware over the three described areas will allow carrying out expensive tasks whenever more convenient resources are available. By responding to the resource management issues, mobile middleware will never overload mobile devices.

It is in the wired area where all the tasks requiring a high computational load must be carried out. Such tasks are related to service adaptation, data storage, and load balancing. Powerful management of these tasks is mandatory to make effective the QoS strategies provided by the other areas of the scenario and to improve service provisioning [45]. Let us consider, for example, tailoring a multimedia format to the features of a client device. It can be easily observed that when we send high-resolution multimedia data to a smart device we will experience a high percentage of wasted resources, affecting other users present in the same cell and making useless any resource reservation policy.

The access area contains tasks related to resource reservation and context management. Resource reservation can be performed by admission-control techniques that restrict access to the wireless environment. To guarantee service provisioning during user movement, the middleware has to be able to reserve in advance resources in the new access point where the user is headed [10]. The advanced reservation strategies must know the user position and manage the bandwidth of each cell by leaving a portion of it for users coming from neighboring cells. QoS levels have to be created to allow bandwidth reconfiguration according to the users’ needs and resource availability. The middleware, at provision time, can automatically adapt the bandwidth assigned to a user to accept new users from neighboring cells, thus reducing the call-blocking probability. Proxy solutions able to carry out tasks on behalf of the user have to be inserted in this area to overcome issues related to signal loss [5,11].

The wireless area hosts middleware components related to mobile devices. Due to the limited resources of such devices, these middleware
components must be reduced to only an interface with the system. In this area, we can find mobility management modules (only in the case of GPS systems), user and device profile management modules, the graphical interface for user–device interactions, and a communication mechanism that exchanges data with other middleware components present in the scenario.

**Middleware for Ad Hoc Systems**

*Ad hoc* systems are communication infrastructures where users can communicate notwithstanding previous agreements and can connect, disconnect, or move around in the surrounding space. This means that the nodes that form the network cannot rely on a fixed infrastructure nor on a central coordinating entity, because they all have the same computational potential and the same probability of disconnecting or migrating. To ensure the exchange of information among users, some routing protocols must be created. Such protocols route the packets in multi-hop paths, which consider a changing network topology.

The development of a mobile middleware for *ad hoc* systems is heavily influenced by the features of such environments. In fact, the lack of a fixed infrastructure limits most design choices. Any type of centralization has to be removed, as the presence of a static entity capable of carrying out tasks such as discovery of service, QoS management, and so on is not allowed. All of these tasks have to be accomplished using distributed approaches. Also, the mobile middleware implementation has to take into account the high degree of mobility typical of such environments and must produce an exhaustive context representation. The lack of a wired infrastructure restricts the execution of such middleware to mobile devices, as any distribution over different areas of the scenario, such as in the case of nomadic systems, is not possible. For this reason, the design of middleware for *ad hoc* systems has the main goal of achieving a high level of simplicity [44]. The most resource-expensive tasks cannot be delegated to other network components scattered in the system; instead, it is necessary to implement techniques that can accomplish the middleware operations using only the limited resources provided by mobile devices.

Although the development of mobile middleware for *ad hoc* systems is still in the early stages, some solutions and some guidelines are presented in the literature. Some authors have tried to modify middleware for nomadic systems to operate in such complex environments [20]; others have designed entirely new paradigms adapted to the features of *ad hoc* networks [35]. Peer-to-peer (P2P) is one of the most used paradigms; it is based on the concept of information dissemination between nodes and
on the use of advanced techniques searching and provisioning services in accordance with the network topology [27].

To overcome the resource consumption issues, cooperation techniques between nodes have to be developed such that it will be possible to utilize the least-frequently used devices for accomplishing complex tasks. These operations can be provided by designing middleware systems with a high degree of modularity which are able to manage loading and unloading operations at runtime and execute the component middleware in a parallel way.

Available Technologies for Mobile Middleware

Mobile middleware design calls for new network technologies able to manage the continuous changes of the environment and to provide cooperative mechanisms that overcome the lack of resources of portable devices. In this section, we show how the use of the mobile agent technology and of the grid computing paradigm provides an effective strategy in the deployment of an overall architecture that achieves the goals of middleware.

Mobile Agent Technology

A software agent is a kind of software package that is smart enough to act as an assistant to accomplish some tasks on behalf of human beings [19]. The most salient feature that distinguishes agents and ordinary code is autonomy. Agents can cooperate with other agents to carry out more complex tasks than they themselves could handle. One special kind of agent, the mobile agent, can move from one system to another to access remote resources or even to meet other agents. The big success of mobile agents can be attributed to their ability to combine the typical features of software agents (e.g., autonomy, delegation) with the opportunity to migrate by moving from one position to another [42]. On the one hand, this feature allows the operations to be decentralized; on the other, interaction is possible with the environment around the agent. The scalability of the system can be increased, and some context- and location-aware mechanisms can be used.

Mobile agents seem to be a natural choice for dealing with issues related to providing advanced services in mobile environments. Agent programming technologies have emerged as a flexible and complementary way to manage the resources of distributed systems due to the increased flexibility in adapting to the dynamically changing requirements of such systems [15]. Such technology is considered to be both promising and challenging with
regard to addressing personal or terminal mobility issues. Mobile agents are considered to be an enabling technology for automated, flexible, and customized service provisioning in a highly distributed way, as network nodes become active and take part in the computation of applications and provisioning of customized services. In addition to the clear separation of key functionality and aspects of deployment on the functional side, such technology offers potential technical advantages. Among them are reduced communication cost, reduced bandwidth usage, the possibility of using remote interfaces, and support for offline computation.

Mobile agents enable both temporal (i.e., over time) and spatial (i.e., over different nodes of the network) distributions of the service logic. These distributions add another technical advantage (namely, scalability), while at the same time such bottlenecks of centralized approaches as reduced network availability and malfunctioning are avoided. What makes this approach so appealing is how the previously discussed benefits of mobile agents address the typical issues and restrictions of wireless communication (e.g., low-bandwidth, high-latency networks; high bit error rate; low processing power; small area available for the user interface).

**Grid Computing Paradigm**

When developing a powerful infrastructure that must provide services of a guaranteed quality while maintaining the user’s profile and addressing characteristics of mobile devices and the limited availability of resources, it becomes apparent that the wired and the wireless components are not as different as they might appear to be at first. In fact, strong coordination between these two environments is necessary. The grid computing paradigm [21] is a valid solution to implement distributed management strategies in the wired part of the system, which must strongly interact with the mechanisms available in the wireless part to provide ever more sophisticated services with a high level of QoS. It is extremely important to develop an infrastructure that provides effective QoS management and allows mobile users to benefit from the service requested, regardless of the device used and the users’ moves.

*Grid* refers to a new distributed computational infrastructure that provides an innovative method for accessing and distributing data and resources. The idea on which the grid is based is allowing people to share transparently and on a wide scale computational data and resources with members of communities working toward the same purposes. Interest in the grid technology has been growing, primarily among scientific communities. The grid technology arose from the wide use of Internet computing. The grid makes use of the idle resources available on the Internet to perform distributed computational operations.
The grid is intended to provide a more rational use of the resources distributed on the network. This rational use includes many operations such as load balancing, QoS management, and secure access. Incorporation of the grid in the design of mobile middleware systems would make possible such operations as:

- **More effective management of distributed data in the network** (e.g., databases, online libraries, video-clips) — This offers the opportunity of moving data to bring it closer to the user or to manage overload and fault tolerance situations.

- **Management of services according to the user’s device** — For the same user to access services through different environments, the terminal equipment may have to be different; for example, a terminal with a high-resolution screen may be desirable at home, but a handheld terminal with a low-resolution screen may be the cost of mobility. Clearly, as the environment changes, the content to be delivered to the user also changes. A video conference, for example, may be delivered as video and voice communications at a fixed terminal or as voice and text only at a mobile terminal.

- **Service discovery** — It would be possible to offer this feature through the use of distributed strategies based on data replication.

Grid computing would seem to be a powerful strategy for the development of middleware for *ad hoc* environments. In fact, the use of cooperative and resource-sharing techniques between nodes is mandatory in environments not equipped with any wired infrastructure.

The so-called *wireless grid* [32] is a new research field aimed at introducing grid computing concepts to systems composed of resource-constrained devices to carry out complex tasks in a parallel way by sharing the resources of idle devices. The peer-to-peer paradigm is used to discover the services and the resources provided by the devices, and component-based programming techniques are adopted to bind at runtime the software modules shared by nodes. At the moment, the use of a mobile grid in the design of mobile middleware for *ad hoc* environments appears to be one of the most interesting directions to pursue.
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